
Ethics: Mispredictions in PD detection can cause harm — false 

positives may lead to stress and financial burden, while false 

negatives delay essential care.

Bias: Our model performance is consistent across sex and ethnic 

subgroups, but accuracy drops for ages below 50 and above 80.

Future work: Expand the model for non-English speakers and 

tailor decision thresholds based on individual preferences and 

healthcare settings.

Dataset access: We release extracted features and code for 

extending the dataset (QR code below), but raw video data cannot be 

shared due to HIPAA compliance.

Live demo: Scan the QR code below to try it out.​
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Summary

Why Multimodal Learning

Task-specific Modeling

Multi-Task Fusion

The quick brown fox jumps over the lazy dog. The dog wakes up and follows 
the fox into the forest. But again, the quick brown fox jumps over the lazy dog.

Speech (Pangram Utterance)

Global participants
Age: 18 – 93

Figure 2. Dataset overview

Diverse participants recruited via a brain health study registry, 

social media, a PD  wellness center, and clinician referrals.

Approved by the University of Rochester IRB.

Dataset

Figure 6. Task-specific modeling with Monte Carlo dropout

Figure 7. Overview of the UFNet architecture

Projection

Task-specific features are first projected into the same shared 
dimension using task-specific projection layer.

Calibrated Self-Attention 

Customized self-attention prioritizes informative tasks while 

accounting for task-specific uncertainty.

Down-weights contributions from tasks with higher prediction 

uncertainty to improve reliability.

• Σ = [𝜎1, 𝜎2, 𝜎3] → standard deviations of task-specific logits

•  𝜂 (hyper-param) → controls the weight of the forced calibration

Final Predictor

Linear layer for binary classification (PD/Non-PD)

Uncertain predictions are withheld using MC Dropout

Challenge: Limited access to neurological care leads to missed 

diagnosis of Parkinson’s Disease (PD), the fastest-growing 

neurological disorder1.

Proposed Solution: Introduced the largest multi-task video 

dataset (finger tapping, facial expression, speech) from 845 

participants (272 PD) and a multimodal fusion network (UFNet) for 

comprehensive PD assessment. 

Performance: Achieved 87.3% predictive accuracy and 92.8% 

AUROC. Built-in uncertainty measures enhance reliability 

by withholding predictions in cases of low model confidence.

Global Impact: The proposed framework promotes health 

equity by enabling accessible, home-based PD screening using 

just a webcam and microphone.

Model Choice

Shallow neural network: Light architecture considering the dataset 

size and structured features.

Uncertainty Modeling

Monte-Carlo (MC) Dropout was applied to obtain multiple random 

predictions at inference time. Standard deviation of logits was used 

to estimate task-specific uncertainty.

Discussion

Results

Table 2. UFNet performed significantly better than traditional fusion 
approaches. Ablation shows the efficacy of the proposed attention module.

Figure 8. (Left) Misclassification rate of the best UFNet model across 
demographic subgroups; (Right) Calibration curve showing the alignment 

between predicted probability and true observations.

Effect of Multi-Task Modeling

Table 1. Multi-task combinations perform significantly better than 
corresponding single tasks.

Analysis of Bias and Model Calibration
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Facial Expression (Smile) Motor Function (Finger-tapping)

Figure 1. Multi-faceted disease PD needs multimodal AI for comprehensive 
assessment as a unimodal model fails if symptoms are absent in that 

modality. Part of the figure was obtained from  Lees et al.2

Finger-tapping Features

Data cleaning and signal processing

• Speed

• Acceleration

• Amplitude

• Hesitations

• Slowing

• Rhythm

Features

Figure 3. Overview of feature-extraction from the finger-tapping task3

Smile Features

Figure 4. Overview of feature-extraction from the smile task4

Speech Features

Figure 5. Overview of feature-extraction from the speech task10

Language Model (WavLM9)Feature Vector

Feature Extraction
Smile and Finger Tapping Tasks

Hand-crafted features3,4 outperformed deep video models (ViViT5, 

TimeSformer6, VideoMAE7, and Uniformer8) in terms of accuracy and 

resource-utilization.

  Speech Task

WavLM9 outperformed other feature choices10.

mailto:mislam6@ur.rochester.edu
mailto:tadnan@ur.rochester.edu
mailto:mehoque@cs.rochester.edu

	Slide 1

